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Abstract. A complex sensor based control system is presented. The
sensor used is a par of TV cameras providing a stereogram for a
gereo vison sysem based on a cdlular neural network (CNN). The
3D information refrieved ae used by a dmple path planning
dgorithm and actusted on two different robots. Results of
experiments are reported. The usability of the CNN paradigm in
robotics gpplications is demongtrated.

1 Introduction

Autonomous navigdtion requires three-dimensond informeation about the environment, in
order to avoid collisons with moving objects or with the obstacles of the architectura or
natural background [1]. One of the possble methods that can be employed to fed the
environment in autonomous robotics, is atificd vigon. This is extremdy interesting sSnce
man uses dmog exclusvely the eyes to undersdand his surroundings. Unfortunatdy, while
man poseses an extremdy efficdent image processng/imege underdanding  system,
computers have not reached a comparable efficiency and capability. In any case, whatever
sensorid input has been chosen, the unavoidable condraint in any kind of sensory-based
navigation system is represented by time. The need for a red time processng of the huge
amount of input data involved, has opened the way for different classes of dgorithms.

A dereo vison dgorithm corrdaes the conjugate points on the two images composing
an input stereogram in order to recover the three dimensond information about the
environment. Recently a neurd implementation of the dgorithm has been introduced by
some of the authors [2]. It is based on the spontaneous energy relaxation process of a
cdlular neura network (CNN) together with the formulation of the Stereo matching
problem as avariationd one, with congraints.

The CNN [3] are andogue circuits able to process sgnds in red time. While evolving
they minimise a scda function that represents the internd energy of the network. The high
pardld andogue processing rate and convergence speed of this class of neurd architecture
makes the CNN paradigm redly appeding in such problems where red-time replies to
externd gimuli are required. A basc issue is represented by the posshility for this neurd
architecture to migrate towards an actua hardware implementation [4].

In this work a pioneer robotics agpplication using this neura architecture is presented.
The three dimendond information obtained from the neura ereo vision system is used to



recondruct the ground map of the environment. The mapping process is based on the
occupancy grids approach [5]. Through this gpproach it is possble to obtain an integrated
description of the robot's surroundings, fusing separate local sensor maps. The subsequent
planning of the pah, that the robot must folow, is peformed trandforming the cdll
representation into a graph. The minimum cost path between the initid and goa nodes is
computed using an adgorithm similar tothe A" one [6].

This work is intended as a practicd demondrator of the usability of the CNN paradigm
in red applications. Thus its focus is on the cdlular neura network implementetion, for the
planning step it has been employed a very standard gpproach.

2 CNN approach to stereo vison and volume reconstruction

From a parr of stereo images it is possble to retrieve depth information, sSince a given point
in the space is seen from dightly different points of view in the two images. The process of
matching the conjugate points can be classfied into two main approaches. feature-based or
area-based. In the firdt, given features of the images (e.g. contours or edges) are matched,
while in the second the corrdation of neighbourhoods of pixes is performed. Naturaly the
first approach produces sparse disparity maps, while the second outputs dense maps.

There dso has been consderable research towards the development of agorithms
cgpable to yidd dense digparity maps through the smultaneous solution of the
correspondence problem for dl the image pixels. These dgorithms try to compute the
digparity function via the minimisation on the whole imege of an energy functiond
representing the problem. As it is wel known, the stereo matching problem is inherently an
il posed one. But the regularisation of the problem is possble through the use of a
vaiationa approach under some redrictive hypotheses such as the absence of occluded
pixeds and a snoothing term in the energy function in order to produce a smal disparity
gradient [7]. The common chaacteristic of dl these variaiond approaches is beng
computationdly very intendve. Neverthdess a neurd network implementation, being based
on adifferent computationa philosophy, may yidd a very interesting timing performance.

The Cdlular Neurd Networks feature the double aspect of both the neurd networks and
the cdlular auttomata The connectivity of the single cdl and the dependency on the
activation vaues of the neighbours recdls the basic feature of the cdlular automata
paradigm. At the same time it is a large scde andogue circuit composed of a massve
aggregate of connected circuit clones; in this it resembles the neurd network approach. The
gability of a CNN is guaranteed by the exisence of a Lyapunov function. This function can
be interpreted as the internd energy of the CNN. The program in such devices, amilaly to
the sandard neurd networks, is stored in a connectivity paitern typicaly limited to the firgt
neighbours.

In [2] the Sereo vison problem has been handled through a variationd approach. The
CNN can be used as an optimisng tool in order to solve a problem expressed in a
vaiationad form. Through the comparison of the energy expresson of the stereo matching
problem, as coded via a CNN, and its internd energy function, the Lyapunov function, it is
possible to derive the connection templates that specialise a CNN to the desired gpplication.

Once that the digance is known, through very smple geometry it is posshble to
recongtruct al the co-ordinates of the vigble pixds of the image and navigate. The smplest
way to represent this information on the environment is to dice the three dimensond
representation of the data in order to obtain a ground map of the surroundings, as seen
through the TV cameras, see Figure 1.



Figure 1. Theinput image, the disparity map and the obtained ground map via the Stereo-CNN.

Naturdly there can be different gpproaches to retrieve the ground map from video
images (i.e. [8]), in this work, though, the primary focus has been the demondration of the
usability of the CNN for autonomous navigation, this is dso the reason for the utilisation of
the full recondruction of the environment, being this the naturd output of the Stereo-CNN
dgorithm and thus & no extra computationa cost. Besides the posshility to utilise a full
three dimensond recondruction of the environment can be extremdy usgful in other
robotics issues, for example sdf locdisation or shape recognition, different from the actud
navigation, but important for the robot autonomy.

3 Hardwareimplementation

In [9] the authors presented some results about the prdiminary tests of the Stereo-CNN
dgorithm implemented on a generd-purpose CNN hardware [4]. The very promising
results of these tests suggested to design and manufacture a new CNN board better suited
for that particular gpplication.

The design of the board is ill based on the origind chip [10] as the CNN andogue
processing core. Four of these neurochips have been connected together to implement a
network of 6x24 cdls. Furthermore, the board has been interfaced using the PCI interface,
to place it directly on the Pentium based PC, which is on board of te robot, reducing any
delay related to the data transfer. The board has been equipped with a 16-bit micro-
controller to handle al the onboard operations (e.g. data upload, download, start network,
etc). A PCl target controller assures the interface signd handling. A SRAM of 512x16
Kbytes has been placed on the board to store the images. In addition, some ADC's will
manage the proper converson of the input/output analogue date voltages alowing the
acquistion of the output grey scale images. The host PC will acquire the images and store
them directly on the SRAM via the PCl interface. The controller reads the data on the
SRAM and transforms them to feed the andogue CNN processing core. Findly, it gathers
the results from the CNN anal ogue processing core computing the output disparity map.



The board is presently being assembled and the expected processing rate for a 48x48
pixels grey scale image will be about 10 framel's.

Further evolution of the hardware is represented by the ongoing design of a new QNN
chip expliatly tuned for the Stereo-CNN dgorithm. There will be a higher degree of
integration and it will be possible to place on the same chip a larger number of Stereo-CNN
cdls. At the same time there will be an increese in time performances. The foreseen
performances can be esimated in circa five times increase in the image dimenson and ten
times the present velocity.

It is important to stress that these custom chips are low cost ones and that the core of the
chip is represented by the actud implementation of an anadogue neurd network. Some
people may oppose that the ever increasing power of processors may offer low cost, resl
time peformances to dgorithms that are gill computationdly too intensve, and that the
redisation of custom hardware may be a technologicd cul-de-sac. This point of view may
indeed be true, but it is our belief that the search for different paths and the comparison of
different approaches in the research has been, is and it will adways be gimulating and
fruitful. Besides the application here described represents an important step to demondtrate
the usability of the CNN paradigm in red systems.

4 The planner and navigator subsystem

Occupancy grids are a well known and reliable method to fuse multiple sensor readings into
a globd map of the environment. In this work the only sensor used is a Stereo vison system
which is made operate during the motion of a robotised plaform. Thus the fuson is
performed both in space and in time. The data to be fused are ground maps, obtained as
above explained, in order to obtan a more reiable representation of the environment in
which the robot has to move. The process of fuson is caried out through an additiond
parameter of the generic map pixd, the occupancy reliability. This parameter possesses an
initia vaue of 0.5 and is constantly updated, to keep track of the added sensor readings.
The ground mep is divided into a set of squared cdls C(i,j) of the physca dimensons of
the robot base. For each cell a state is defined which possesses a value depending on its
date of occupation, see Figure 2. If the cdl in the grid is consdered as occupied, then it
will be excluded in the free-path calculation.

The computation of the path is performed via the generation of a graph, where each node
represents a cdl of the occupancy grid and the arcs connect the cells in a nearest neighbour
dructure. If a given cdl is occupied, the reative node is ruled out in the actua computation.
Path planning avoiding obgacles is performed usng a search dgorithm in this grgph
similar tothe A" dgorithm [6].

5 Experimental results

The results here presented are relative to experiments performed in indoor and outdoor
environments, i.e. patialy sructured ones in the sense that there are preferentid Straight
lines and planar surfaces. We here present the navigation in a corridor performed by the
robotised platform “Tersy”, based on a commercid system B21 of the Red World Interface
[11], in the framework of the TERSYCORE project. The prdiminay results in the
framework of the PRASSI project for outdoor robotics are aso presented. The overdl
software organisation of the robot is redised in a client-server architecture and the main
control loop of this application is composed of the following three steps. Grabbing of the



dereogram and neural processing. Three dimensiona recongruction, ground map and
planning. Actud move.

n W

mPRALEE J
H g

@) (b)
Figure 2. The computation of the Figure 3. The occupancy maps obtai ned with the data of Figure 1.
state of the generic cell C(i,j).

As above sad, presently the CNN is smulated on one of the on board computers, with a
timing of about 15 seconds for a single step of the control loop. Using the above presented
hardware CNN board areal time performance is expected.

In Figure 3.a is presented the map obtained from the ground map in Figure 1. In this
image, corresponding to the initid sensor view, four casses of points can be found,
represented  with different grey leves (a darker level meas a point with a higher
probability of beng free), black pixels represent free locations (here the location of the
robot, i.e. the locations that robot has already visited). The detected obstacles are marked
usng a lighter grey levd. Points for whom no data are available (eg. points out of the field
of view or occluded) are |eft to aneutral grey, or to the value relative to the previous step.

Figure 4. Outdoors experiment. Input image, disparity map, ground map.

In Figure 3.b is shown te obtained occupancy map that will be used to compute a free-
callison path from the current robot postion to the god. In the Figure the god point is
relative to an initid misson task defingble as go straight forward as long as possible. In
indoor experiments the robot has been asked to follow a corridor where some obstacles can
be found. These are opportuney placed in order to impar the posshility of following the
minimum energy path. Tersy has proved able to detect and avoid the obstacles.

In the corridor experiment (Figure 3) the average width of the corridor is retrieved as
182 cm, while the actual measure is 190 cm. The obstacle has been messured a 363 cm
with a width of 48 cm, the actud measure is 345 cm with a width of 45 cm. The average
percentage error is of about 4%. In the preliminary outdoors experiments the error has been
larger, of the order of 7%, thisis probably due to the noisier input data, see Figure 4.



6 Conclusions

A complex sensor based control system has been presented. The sensor used is a pair of
TV cameras providing a stereogram for a stereo vison system based on a cdlular neurd
network. The information thus extracted is used to creste a representation of the
environment in which the robot moves. The obstacles and the architecturd Sructure of the
gpace are thus detected and a free path is computed and actuated.

The presented results have been obtained with a digitaly smulated neurd network, but,
the current customisation of the avalable hardware CNN systems will dlow a red time
version of the sysem. The usability of the CNN paradigm in robotics applications has thus
been demonstrated.
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